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ABSTRACT

Traditional information retrieval (IR) models use bag-of-words as the basic representation and assume that some form of independence holds between terms. Representing term dependencies and defining a scoring function capable of integrating such additional evidence is theoretically and practically challenging. Recently, Quantum Theory (QT) has been proposed as a possible, more general framework for IR. However, only a limited number of investigations have been made and the potential of QT has not been fully explored and tested. We develop a new, generalized Language Modeling approach for IR by adopting the probabilistic framework of QT. In particular, quantum probability could account for both single and compound terms at once without having to extend the term space artificially as in previous studies. This naturally allows us to avoid the weight-normalization problem, which arises in the current practice by mixing scores from matching compound terms and from matching single terms. Our model is the first practical application of quantum probability to show significant improvements over a robust bag-of-words baseline and achieves better performance on a stronger non bag-of-words baseline.
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H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval
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1. INTRODUCTION

The quest for the effective modeling of term dependencies has been of central interest in the information retrieval (IR) community since the inception of first retrieval models. However, the gradual shift towards non bag-of-words models is strewn with modeling difficulties. One of the central problems is to find an effective way of representing and scoring documents based on such dependencies. As pointed out by Gao et al. [9], dependencies can be handled in two ways.

The first approach is to extend the dimensionality of the representation space. In early geometrical retrieval models such as the Vector Space Model (VSM), dependencies arising from phrases (compound terms) are represented by defining additional dimensions in the space, i.e. both the phrase and its component single terms are regarded as representation features [8, 21, 28]. For example, computer architecture is considered as disjoint from computer and architecture, which is a strong modeling assumption, and does not take advantage of the semantic relation that generally exists between a compound phrase and its component terms.

The second approach is more principled in such that simple terms are kept as representational units and term dependencies are modeled statistically as joint probabilities, i.e. p(computer, architecture). Proposed dependence models such as n-gram Language Model (LM) for IR [30], biterm LM [31] or the dependence LM [9] adopt such a representation. However, the gain from integrating dependencies was smaller than hoped [35] and it came with higher computational costs due to dependency parsing or n-gram models [13, 30], or unsupervised iterative methods for estimating the joint probability [9].

Recently, non bag-of-words models such Markov random field (MRF) [19], quasi-synchronous dependence model [24] and the query hypergraph model [2] have been proposed. Most of these retrieval models take a log-linear form, which offers a very flexible way of taking into account term dependencies by integrating different sources of evidence, such as proximity heuristics and exact matching. However, the LM is used as a black box to estimate single-term and compound-term influences separately and then the model combines them to compute the final score. We believe that, from a representational point of view, these models have implicitly made a turn back to the first VSM approach in the sense that the dependencies are assumed to represent additional concepts, i.e. atomic units for the purpose of document and query representation, thus disjoint from the component terms [2, 3]. This choice indeed allows for flexible scoring functions. However, the retrieval model boils down to a combination of scores obtained separately from matching single terms and from matching compound dependencies. This is the main cause of the weight-normalization problem [9, 11] which is that a dependency may be counted twice, as a compound and as component terms. In the context of phrases, Sparck Jones et al. note that “the weight of the
Our contributions are as follows:

1. We propose a novel application of quantum probability to IR.
2. Using this approach, we show significant improvements over a strong baseline bag-of-words model and a strong non-bag-of-words model.
3. We propose a new way of representing dependencies without artificially extending the term space and without estimating expensive n-gram probabilities.
4. We show how the new representation of the dependency permits to specify how the dependency behaves with respect to its component terms.
5. In our model, the dependency information is not integrated in the scoring phase, but in the estimation phase. Hence, our model does not suffer the weight-normalization problem.

2. A BROADER VIEW ON PROBABILITY

2.1 The Quantum Sample Space

In quantum probability, the probabilistic space is naturally encapsulated in a vector space, specifically a Hilbert space, noted $\mathbb{H}^n$, but for the sake of simplicity, in this paper we limit ourselves to finite real spaces, noted $\mathbb{R}^n$. We will be using Dirac’s notation restricted to the real field, for which a unit vector $\vec{u} \in \mathbb{R}^n$, $\|\vec{u}\|_2 = 1$ and its transpose $\vec{u}^\top$ are respectively written as a ket $|u\rangle$ and a bra $\langle u|$. Using this notation, the projector onto the direction $u$ writes as $|u\rangle\langle u|$. The inner product between two vectors writes as $\langle u|v\rangle$. Moreover, we note by $|e_i\rangle$ the elements of the standard basis in $\mathbb{R}^n$, i.e. $|e_i\rangle = (\delta_{i1}, \ldots, \delta_{in})^\top$, where $\delta_{ij} = 1$ iff $i = j$.

Events are no more defined as subsets but as subspaces, more specifically as projectors onto subspaces [23, 34]. Given a 1-dimensional subspace spanned by a ket $|u\rangle$, the projector onto the unit norm vector $|u\rangle$, $|u\rangle\langle u|$, is an elementary event of the quantum probability space, also called a dyad. A dyad is always a projector onto a 1-dimensional space. Given the bijection between subspaces and projectors, it is correct to state that $|u\rangle$ is itself an elementary event. For example, if $n = 2$, the quantum elementary events $|e_1\rangle = (1, 0)^\top$, $|f_1\rangle = (\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}})^\top$, can be represented by the following dyads:

$$|e_1\rangle\langle e_1| = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, |f_1\rangle\langle f_1| = \begin{pmatrix} 0 & 0.5 \\ 0.5 & 0.5 \end{pmatrix}.$$  \hspace{1cm} (1)

Generally, any ket $|v\rangle = \sum v_i|u_i\rangle$ is called a superposition of the $\{|u_i\rangle\}$ where $\{|u_1\rangle, \ldots, |u_n\rangle\}$ form an orthonormal basis. In order to see the generalization that is taking place, one has to consider that in $\mathbb{R}^n$ there is an infinite number of vectors even if the dimension $n$ is finite. Hence, contrary to the classical case, an infinite number of elementary events can be defined.

2.2 Density Matrices

A quantum probability measure $\mu$ is the generalization of a classical probability measure such that (i) for every dyad $|u\rangle\langle u|$, $\mu(|u\rangle\langle u|) \in [0, 1]$ and (ii) it reduces to a classical probability measure for any orthonormal basis $\{|u_1\rangle, \ldots, |u_n\rangle\}$, i.e. $\mu(|u_1\rangle\langle u_1|) = 1$. Gleason’s theorem [10] states that,
for any real vector space with dimension greater than 2, there is a one-to-one correspondence between quantum probability measures \( \mu \) and density matrices \( \rho \). The form of this correspondence is given by:

\[
\mu_\rho (|v\rangle \langle v|) = \text{tr}(\rho |v\rangle \langle v|).
\]

A real density matrix is symmetric, \( \rho = \rho^\dagger \), positive semidefinite, \( \rho \geq 0 \), and of trace 1, \( \text{tr} \rho = 1 \). From now on, the set of \( n \times n \) real density matrices would be noted \( S^n \).

By Gleason’s theorem, a density matrix can be seen as the proper quantum generalization of a classical probability distribution. It assigns a quantum probability to each one of the infinite dyads. For example, the density matrix:

\[
\rho = \begin{pmatrix} 0.5 & 0.5 \\ 0.5 & 0.5 \end{pmatrix},
\]

assigns probabilities \( \text{tr}(\rho |e_1\rangle \langle e_1|) = 0.5 \) and \( \text{tr}(\rho |f_1\rangle \langle f_1|) = 1 \). Hence, the event \( |f_1\rangle \langle f_1| \) is certain and still there is non-classical uncertainty on \( |e_1\rangle \langle e_1| \). Only if \( \{|u_1\}, \ldots, |u_n\} \) form an orthonormal system of \( \mathbb{R}^n \) can the dyads \( |u_i\rangle \langle u_i| \) be understood as disjoint events of a classical sample space, i.e. their probabilities sum to one. The relation that ties \( |e_1\rangle \langle e_1| \) and \( |f_1\rangle \langle f_1| \) is purely geometrical and cannot be expressed using set theoretic operations.

Any classical discrete probability distribution can be seen as a mixture over \( n \) elementary points, i.e. a parameter \( \bar{\theta} = (\theta_1, \ldots, \theta_n) \), where \( \theta_i \geq 0 \) and \( \sum \theta_i = 1 \). The density matrix is the straightforward generalization of this idea by considering a mixture over orthogonal dyads \( \rho = \sum_i \theta_i |u_i\rangle \langle u_i| \) where \( \sum_i \theta_i = 1 \). Given a density matrix \( \rho \), one can find the components dyads by taking its eigendecomposition and building a dyad for each eigenvector. We note such decomposition by \( \rho = \mathcal{R} \Lambda \mathcal{R}^\dagger = \sum_{i=1}^n \lambda_i |r_i\rangle \langle r_i| \), where \( |r_i\rangle \) are the eigenvectors and \( \lambda_i \) their corresponding eigenvalues. This decomposition always exists for density matrices [23].

Conventional probability distributions can be represented by diagonal density matrices. The sample space corresponds to the standard basis \( \mathcal{E} = \{|e_1\}, \ldots, |e_n\} \). Hence, the density matrix corresponding to the parameter \( \bar{\theta} \) above can be represented as a mixture over \( \mathcal{E} \), i.e. \( \rho_{\bar{\theta}} = \text{diag}(\bar{\theta}) = \sum_i \theta_i |e_i\rangle \langle e_i| \).

The trace is equal to the sum of the diagonal terms in a matrix.

Consider a vocabulary of two terms \( \mathcal{V} = \{a, b\} \). A unigram language model \( \bar{\theta} = (0.75, 0.25) \) defined on \( \mathcal{V} \) is represented by:

\[
\rho_{\bar{\theta}} = \begin{pmatrix} 3 \times \frac{3}{4} |e_a\rangle \langle e_a| + \frac{1}{4} |e_b\rangle \langle e_b| \end{pmatrix} = \begin{pmatrix} 0.75 & 0 \\ 0 & 0.25 \end{pmatrix}.
\]

Hence, term projectors are orthogonal, i.e. terms correspond to disjoint events. For example, the probability of the term \( a \) is computed by \( \text{tr}(\rho_{\bar{\theta}} |e_a\rangle \langle e_a|) = 0.75 \). As conventional probability distributions are restricted to the identity eigen-system, they differ in their eigenvalues, which correspond to diagonal entries. On the contrary, general density matrices can differ also in the eigen-system. For example, the density matrix \( \rho \) of Eq. 3 has eigenvector \( |f_1\rangle = \left( \frac{1}{\sqrt{2}}, \frac{-1}{\sqrt{2}} \right) \) with eigenvalue 1 and the eigenvector \( |f_2\rangle = \left( \frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}} \right) \) with eigenvalue 0. Hence, it can be represented as a one-element mixture containing the projector \( \rho = |f_1\rangle \langle f_1| \). When the mixture weights are concentrated into a single projector, the corresponding density matrix is called pure state. Otherwise, it is called mixed state.

When defined over \( \mathbb{R}^n \), density matrices can be seen as ellipsoids, i.e. deformations of the unit sphere (Figure 1) [34]. Classical probability distributions, i.e. diagonal density matrices, are ellipsoids stretched along the identity eigen-sym. As quantum probability has access to an infinite number of eigen-systems, the ellipsoid can be “rotated”, i.e. defined on a different eigen-system. In this work, we will use this additional feature in order to build a more reliable representation of documents and queries taking into account more complex information than single terms.

3. QUANTUM LANGUAGE MODELS

The approach Quantum Language Modeling (QLM) retains the classical Language Modeling for IR as a special case. Hereafter, we will present in details the quantum counterpart of unigram language models. Although it is not explicitly developed in this paper, we argue that arbitrary n-gram models could be modeled as well.

3.1 Representation

In classical bag-of-words language models, a document \( d \) is represented by a sequence of i.i.d. term events, i.e.
W_d = \{w_i : i = 1, \ldots, N\}$, where $N$ is the document length. Each $w_i$ belongs to a sample space $\mathcal{V}$, corresponding to the vocabulary, of size $n$. It is assumed that such sequences correspond to a sample from an unknown distribution $\rho$ over the vocabulary $\mathcal{V}$, for which we want to gain insight.

A quantum language model assigns quantum probabilities to arbitrary subsets of the vocabulary. It is parametrized by an $n \times n$ density matrix $\rho$, $\rho \in S^n$, where $n$ is the size of the vocabulary $\mathcal{V}$. In QLM, a document $d$ is considered as a sequence of $M$ quantum events associated with a density matrix $\rho$:

$$P_d = \{\Pi_i : i = 1, \ldots, M\}, \quad (4)$$

where each $\Pi_i$ is a general dyad $|u\rangle\langle u|$ and represents a subset of the vocabulary. Note that the number of dyads $M$ can be different from $N$, the total number of terms in the document. The sequence $P_d$ is constructed from the observed terms $W_d$; we have to define how to map subsets of terms to projectors. Separating the observed text from the observed projectors constitutes the main flexibility of our model. In what follows, we define a way of mapping single terms and arbitrary dependencies to quantum elementary events.

For what follows, we define a way of mapping single terms and arbitrary dependencies to quantum elementary events. Formally, we seek to define a mapping $m : \mathcal{P}(\mathcal{V}) \rightarrow \mathcal{L}(\mathbb{R}^n)$, where $\mathcal{P}(\mathcal{V})$ is the powerset of the vocabulary and $\mathcal{L}(\mathbb{R}^n)$ is the set of dyads on $\mathbb{R}^n$. As an initial assumption, we set $m(\emptyset) = \mathcal{O}$, where $\mathcal{O}$ is the projector onto the zero vector.

### 3.1 Representing Single Terms

In Section 2.2, we showed that unigram sample spaces can be represented as the set of projectors on the standard basis $\mathcal{E} = \{|e_i\rangle\langle e_i|\}_{i=1}^n$, and unigram language models can be represented as mixtures over $\mathcal{E}$, i.e., diagonal matrices. Therefore, a straightforward mapping from single terms to quantum events is:

$$m(|w\rangle) = |e_w\rangle\langle e_w|, \quad (5)$$

where $w \in \mathcal{V}$. This choice associates the occurrence of each term to a dyad $|e_w\rangle\langle e_w|$, and these dyads form an orthonormal basis. Hence, occurrences of single terms are still represented as disjoint events. Consider $n = 3$ and $\mathcal{V} = \{\text{computer}, \text{architecture}, \text{games}\}$. If $W_d = \{\text{computer}, \text{architecture}\}$ and one applies $m$ to each of the terms, the sequence of corresponding projectors is $P_d = \{\mathcal{E}_{\text{computer}}, \mathcal{E}_{\text{architecture}}\}$ where $\mathcal{E}_w = |e_w\rangle\langle e_w|:

$$\mathcal{E}_{\text{computer}} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \mathcal{E}_{\text{architecture}} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \quad (6)$$

Note that if we decide to observe only single terms, $P_d$ turns out to be the quantum counterpart of classical observed terms $W_d$, i.e., $M = N$.

### 3.1.2 Representing Dependencies

In this paper, by dependency, we mean a relationship linking two or more terms and we represent such an entity abstractly by a subset of the vocabulary, i.e., $\kappa = \{w_1, \ldots, w_K\}$. We define the following mapping for an arbitrary dependency $\kappa$:

$$m(\kappa) = m(\{w_1, \ldots, w_K\}) = |\kappa\rangle\langle \kappa|, \quad |\kappa\rangle = \sum_{i=1}^{K} \sigma_i |e_{w_i}\rangle, \quad (7)$$

where the coefficients $\sigma_i \in \mathbb{R}$ must be chosen such that $\sum_i \sigma_i^2 = 1$, in order to ensure the proper normalization of $|\kappa\rangle$. The well-defined dyad $|\kappa\rangle\langle \kappa|$ is a superposition event. As we showed in Section 2.2, superposition events are justifiable only in the quantum probabilistic space. They are neither disjoint from their constituents $|e_{w_i}\rangle\langle e_{w_i}|$ nor do they solely constitute joint events in the sense of $n$-grams: here, the compound dependency is not considered as an additional entity, as done in previous models [2, 3, 19, 21]. The proposed mapping allows for the representation of relationships within a group of terms by creating a new quantum event in the same $n$-dimensional space.

In addition, superposition events come with a flexible way in quantifying how much evidence the observation of dependency $\kappa$ brings to its component terms. This is achieved by changing the distribution of the $\sigma_i$: if one wants to attempt a classical interpretation, the $\sigma_i$ can be viewed as relative pseudo-counts, i.e., observing $|\kappa\rangle\langle \kappa|$ adds fractional occurrence to the events of its component terms $|e_{w_i}\rangle\langle e_{w_i}|$. To our knowledge, until now this feature has been only modeled heuristically, or not modeled at all. In our framework, it fits nicely in the quantum probabilistic space by specifying how a compound dependency event and its constituent single terms events are related.

As an example, one could model the compound dependency between computer and architecture, $\kappa_{ca} = \{\text{computer}, \text{architecture}\}$, by the dyad $\mathcal{E}_{\kappa_{ca}} = |\kappa_{ca}\rangle\langle \kappa_{ca}|$, where $|\kappa_{ca}\rangle = \sqrt{2/3}|e_{\text{computer}}\rangle + \sqrt{1/3}|e_{\text{architecture}}\rangle$ (Figure 2). With respect to the example taken above, the event is represented by the matrix:

$$\mathcal{K}_{ca} = \begin{pmatrix} \frac{2}{3} & \frac{\sqrt{2}}{3} & 0 \\ \frac{\sqrt{2}}{3} & \frac{1}{3} & 0 \\ 0 & 0 & 0 \end{pmatrix}. \quad (8)$$

The superposition coefficients entail that observing $\mathcal{K}_{ca}$ adds more evidence to $|e_{\text{computer}}\rangle$ than to $|e_{\text{architecture}}\rangle$.

### 3.1.3 Choosing When and What to Observe

Once we have defined the mapping $m$, one must ask three questions:

1. Which compound dependencies to consider?
2. When does such a compound dependency hold in a document?
3. When the compound dependency is detected, should we also consider the projectors for its subsets as observed events?

Regarding the first question, one may (a) use a dictionary of phrases or frequent $n$-grams, or (b) assume that any
subset of terms that appear in short queries are candidate compound dependencies to capture. In this paper, we want to make the approach as independent as possible of any linguistic resource. So the second approach (b) is used. This will also allow us to make a fair comparison with the previous approaches using the same strategy (such as the MRF model [19]).

The second question regards whether such selected compound dependencies hold in a given document. In other words, one has to decide when to add the selected dependency projector into a document sequence \( P_d \). This can be done for example by assuming that the components terms in the dependency appear as a bigram in a document, as bitem or in a unordered window of \( L \) terms. Convergent evidence from different works [1, 12, 14, 18, 31, 36] confirms that proximity is a strong indicator of dependence. Therefore, in this work we choose to detect a dependency if its component terms appear in a fixed-window of length \( L \).

The third question regards how to apply the mapping \( m \) and can be more easily understood by a practical example. Consider a document \( W_d = \{ \text{computer, architecture} \} \) and a query \( W_q = \{ \text{computer, architecture} \} \). Once the dependency \( \kappa_{ca} = \{ \text{computer, architecture} \} \) has been detected in the document, i.e. the component terms appear next to each other, one can further decide:

1. to map only the dependency, i.e. \( P_d = \{ \kappa_{ca} \} \),
2. to map both the dependency and the component terms, i.e. \( P_d = \{ \text{E_computer}, \text{E_architecture}, \kappa_{ca} \} \).

These two choices are illustrated in Figure 3. The first choice is a highly non-classical one because it completely steals the occurrence of its component terms. Nevertheless, it becomes a valid choice in our framework. Differently from classical approaches, the fact that we only consider a count for the compound computer architecture does not mean that we assume that the terms computer and architecture do not occur. The dependency event is not disjoint from the single term events, and its occurrence partially entails the occurrence of its component terms. However, this choice is more dangerous because it over-penalizes the component terms: we should know very precisely when such a strong dependency is observed and which coefficients to assign to it.

The second choice is implicitly done in current dependency models and is at the basis of the weight-normalization problem. From this point of view, the sequence \( P_d \) could be seen as composed by concepts as recently formalized by Bender-sky et al. [2, 3]. However, there are crucial differences from that work: (1) we give a clear probabilistic status to such concepts and (2) we do not assume that concepts are atomic units of information, completely unrelated from each other. In classical dependence models, single terms and compound dependencies are scored separately and then the scores are combined together [2, 19, 35]. A critical aspect of such models is that the occurrence of the phrase computer architecture will be counted twice - as single terms and as a compound. That is why the score on compound dependencies must be reweighed before integrating it with the independence score [9, 11, 19]. Contrary to classical models, our model does not suffer from such a problem because the evidences brought by the compound dependency as a whole and by its component terms are integrated in the estimation phase.

![Figure 3: Two possible quantum sequences \( P_d \) of an excerpt \( W_d \) from a TREC collection. The observation of computer architecture is associated to a superposition projector \( \kappa_{ca} = |\kappa_{ca}\rangle\langle\kappa_{ca}| \) while \( \varepsilon_{w} = |\varepsilon_{w}\rangle\langle\varepsilon_{w}| \) are classical projectors. For \( P_d^2 \) we observed only the compound while in \( P_d^1 \) we also added its subsets.](image-url)
The estimate $\hat{\rho}$ can be obtained by approximating solving the following maximization problem:

$$\text{maximize} \quad \log L_{\mathcal{P}_{Q}}(\rho)$$

$$\text{subject to} \quad \rho \in S^n.$$  

(10)

This maximization is difficult and must be approximated by using iterative methods. In [15], the following iterative scheme is proposed, also called the "RρR algorithm". One introduces the operator:

$$R(\rho) = \sum_{i=1}^{M} \frac{1}{\text{tr}(\rho \Pi_i)} \Pi_i,$$  

(11)

and updates an initial density matrix $\tilde{\rho}(0)$ by applying repetitive iterations:

$$\tilde{\rho}(k+1) = \frac{1}{Z} R(\tilde{\rho}(k)) \tilde{\rho}(k) R(\tilde{\rho}(k)),$$  

(12)

where, $Z = \text{tr}(R(\tilde{\rho}(k)) \tilde{\rho}(k) R(\tilde{\rho}(k)))$ is a normalization factor in order to ensure that $\tilde{\rho}(k+1)$ respects the constraint of unitary trace [15]. Despite the RρR algorithm being a quantum generalization of the well-behaving Expectation Maximization (EM) algorithm, the likelihood is not guaranteed to increase at each step because the nonlinear iteration may overshoot, similarly to a gradient descent algorithm with a too big step size. Characterizing such situations still remains an open problem [27]. In this work, in order to ensure convergence, if the likelihood is decreased at $k + 1$, we use the following damped update:

$$\tilde{\rho}(k+1) = (1 - \gamma) \tilde{\rho}(k) + \gamma \tilde{\rho}(k+1),$$  

(13)

where $\gamma \in [0, 1]$ controls the amount of damping and is optimized by linear search in order to ensure the maximum increase of the training objective\(^2\). As $S^n$ is convex [23], $\tilde{\rho}(k+1)$ is a proper candidate density matrix. The process stops if the change in the likelihood is below a certain threshold or if a maximum number of iterations is attained.

From an IR point of view, the metric divergence problem [22] tells us that the maximization of the likelihood does not mean that the evaluation metric under consideration, such as mean average precision, is also maximized. In the experiments section, we address the two following questions from a perspective closer to IR concerns:

1. Which initial matrix $\tilde{\rho}(0)$ to choose?
2. When to stop the update process?

As the estimation of a quantum document model requires an iterative process, one may believe that the complexity will make the process intractable. In Section 4.5, we provide an analysis of the complexity of the proposed computation, which will show that the process is quite tractable.

\subsection{3.2.2 Smoothing Density Matrices}

The ML estimation presented above suffers from a generalization of the usual zero-probability problem of classical ML, i.e. the estimator assigns zero probability to unseen data [35]. This is also called the zero eigenvalue problem [4]. Bayesian smoothing for density matrices has not yet been proposed. This may be because Bayesian inference in the quantum setting has just started to be the subject of intensive research [5, 34]. In this work, we propose to smooth density matrices by linear interpolation [35]. If $\tilde{\rho}_d$ is a document quantum language model obtained by ML, its smoothed version is obtained by interpolation with the ML collection quantum language model $\tilde{\rho}_c$:

$$\rho_d = (1 - \alpha_d) \tilde{\rho}_d + \alpha_d \tilde{\rho}_c,$$  

(14)

where $\alpha_d \in [0, 1]$ controls the amount of smoothing. As the set of density matrices $S^n$ is convex, the resulting $\rho_d$ is a proper density matrix. In this work, we assume that $\alpha_d = \frac{n}{M+M}$, which is the well-known form of the parameter for Dirichlet smoothing [35].

\subsection{3.3 Scoring}

The flexibility of the Kullback Leibler (KL) divergence approach in keeping distinct query and document representations makes it attractive for a candidate scoring function in our new framework. The direct generalization of classical KL divergence was introduced by Umegaki in [32] and is called quantum relative entropy or Von-Neumann (VN) divergence. Given two quantum language models $\rho_q$ and $\rho_d$ for the query and a document respectively, our scoring function is the negative query-to-document VN divergence:

$$-\Delta_{VN}(\rho_q \| \rho_d) = -\text{tr}(\rho_q (\log \rho_q - \log \rho_d)).$$  

(15)

where $\log$ applied to a matrix denotes the matrix logarithm, i.e. the classical logarithm applied to the matrix eigenvalues. Rank equivalence is obtained by noting that $\text{tr}(\rho_q \log \rho_q)$ does not depend on the particular document. Denote by $\rho_q = \sum_i \lambda_i |q_i\rangle \langle q_i|$, $\rho_d = \sum_i \lambda_i |d_i\rangle \langle d_i|$ the eigendecompositions of the density matrices $\rho_q$ and $\rho_d$ respectively. By substituting into the above equation, the scoring function rewrites as:

$$-\Delta_{VN}(\rho_q \| \rho_d) \overset{\text{rank}}{=} \sum_{i,j} \lambda_{q_i} \log \lambda_{d_j} |q_i\rangle \langle d_j|^2. $$  

(16)

Compared to a classical KL divergence, the additional term $|q_i\rangle \langle d_j|^2$ quantifies the difference in the eigenvectors between the two models. Following the representation introduced in Section 2.2, the VN divergence compares two ellipsoids not only by differences in the "shape" but also by differences in the "rotation".

If a VSM-like interpretation is attempted, one can think about $\{|q_i\rangle, \{d_j\rangle\}$ as semantic concepts for the query and the document respectively, whereas the vectors of eigenvalues $\lambda_q, \lambda_d$ denote the importance of the corresponding semantic concepts in the two models. The VN divergence offers a way of matching query concepts by analyzing how much such concepts are related to documents concepts, i.e. $\forall i,j, |q_i\rangle \langle d_j|$. Particularly, $\sum_{i,j} |q_i\rangle \langle d_j|^2 = 1$. Thus, $|q_i\rangle \langle d_j|^2$ can be interpreted as the quantum probability associated with the pure state $|q_i\rangle \langle q_i|$, for the elementary event $|d_j\rangle \langle d_j|$, i.e. $\mu_{q_i} (|d_j\rangle \langle d_j|) = \text{tr}(\rho_q (|q_i\rangle \langle q_i|) |d_j\rangle \langle d_j|)$, $\langle q_i\rangle |d_j\rangle^2$. Hence, one could rewrite Eq. 16 as:

$$-\Delta_{VN}(\rho_q \| \rho_d) \overset{\text{rank}}{=} \sum_{i,j} \lambda_{q_i} \text{E}_{\mu_{q_i}} \log \lambda_{d_j}. $$  

(17)

Therefore, the VN divergence scores a document based on the expectation of how important concept $|q_i\rangle$ is in document $d$ even if it does not appear in it explicitly.
where $\rho_{d_1}$ is not smoothed thus degenerates onto a ray. $\rho_{d_2}$ rotates towards the direction of observed query dependencies and is thus ranked higher.

### 3.4 Final Considerations

The estimation and scoring process of quantum language models retains classical unigram LMs and KL divergence as special cases. The classical unigram LM is recovered by restricting the maximization in Eq. 10 to diagonal density matrices and including into the sequence of projectors $P_d$ only an orthonormal basis, such as the elements of $E$. Classical KL divergence is recovered by noting that if $\rho_q$ and $\rho_d$ are diagonal density matrices, they share the same eigensystem. Hence, $|q_i⟩ = |d_i⟩$ and $\lambda_{qi} = \theta_{qi}$, $\lambda_{di} = \theta_{di}$, where $\theta_{qi}, \theta_{di}$ are the parameters of classical unigram LMs for the query and the document respectively. In this setting, $〈q_i|d_j⟩^2 = 0$ for $i \neq j$ and the VN divergence reduces to classical KL, i.e. $-\Delta_{VN}(\rho_q∥\rho_d) = -\Delta_{KL}(\theta_q∥\theta_d) = \sum_{q_i} \theta_{qi} \log \theta_{di}$.

In Figure 4, we report a synthetic example of the application of the model. We plot the density matrices obtained by the MLE (Section 3.2.1) on the sequence of projectors reported in the table. As usual in ad-hoc tasks, we smooth only the QLMs of the documents. The model corresponding to the query is a projector, i.e. it has two zero eigenvalues, because we did not apply smoothing. If the dependencies are included in the sequence $P_o$, the MLE rotates the corresponding QLM towards the direction spanned by the observed projector (i.e. $K_{oa}$). This entails that the model $\rho_{d_1}$ is considered more similar to the query than the model $\rho_{d_2}$ which corresponds to a classical language model.

### 4. EVALUATION

#### 4.1 Experimental Setup

All the experiments reported in this work were conducted using the open source Indri search engine (version 5.3). The test collections used are reported in Table 1. We choose the collections in order to vary (1) the collection size and (2) collection type. This will produce a comprehensive test set in order to verify the properties of our approach. All the collections have been stemmed with the Krovetz stemmer. Both documents and queries have been stopped using the standard INQUERY stopword list. For all the methods, the Dirichlet smoothing parameter $\mu$ is set to the default Indri value ($\mu = 2500$). The optimization of all the other free parameters for the proposed model and the baselines is done using five-fold cross validation using coordinate ascent [18] with mean average precision (MAP) as the target metric. The performance is measured on the top 1000 ranked documents. In addition to MAP, for newswire collections we report the early precision metric @10 (precision at 10) and for web collections with graded relevance judgements we report the recent ERR@10, which correlates better with click metrics than other editorial metrics [6]. The statistical significance of differences in the performance of tested methods is determined using a two-sided Fisher’s randomization test [29] with 25,000 permutations evaluated at $\alpha < 0.05$.

#### 3.4 Final Considerations

Table 1: Summary of the TREC collections used to support the experimental evaluation.

<table>
<thead>
<tr>
<th>Name</th>
<th>Content</th>
<th># Docs</th>
<th>Topic Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>SJMN</td>
<td>Newswire</td>
<td>90,257</td>
<td>51-150</td>
</tr>
<tr>
<td>TREC7-8</td>
<td>Newswire</td>
<td>528,155</td>
<td>351-450</td>
</tr>
<tr>
<td>WT10g</td>
<td>Web</td>
<td>1,692,096</td>
<td>451-550</td>
</tr>
<tr>
<td>ClueWeb-B</td>
<td>Web</td>
<td>50,220,423</td>
<td>51-200</td>
</tr>
</tbody>
</table>

---

3http://www.lemurproject.org
All the results exposed in this paper have been obtained by reranking. We rerank a pool of 20000 documents retrieved using LM in order to make a fair comparison between our method and the baselines.

4.3 Setting up QLM

4.3.1 Building the Sequence of Projectors

Very similarly to MRF-FD, given a query \( Q = \{ q_1, \ldots, q_n \} \), we assume that the interesting dependencies to consider correspond to the power set \( \mathcal{P}(Q) \). In order to build the set of projectors for the given document we apply Algorithm 1.

**Algorithm 1** Builds the sequence \( \mathcal{P}_d \) given \( \mathcal{W}_d, Q \)

```plaintext
Require: \( \mathcal{W}_d, Q \)
1. \( \mathcal{P}_d \leftarrow \emptyset \)
2. for \( \kappa \in \mathcal{P}(Q) \) do
3.   for \( \text{\#}(\kappa, \mathcal{W}_d) \) do
4.     \( \mathcal{P}_d \leftarrow \mathcal{P}_d \oplus m(\kappa) \) \%Adds the projector to the sequence
5.   end for
6. end for
7. return \( \mathcal{P}_d \)
```

For each dependency \( \kappa \in \mathcal{P}(Q) \), the algorithm scans the document sequence \( \mathcal{W}_d \). For each occurrence of \( \kappa \), it adds a projector \( m(\kappa) \) to the sequence \( \mathcal{P}_d \). The function \( \text{\#}(\kappa, \mathcal{W}_d) \) returns how many times the dependency \( \kappa \) is observed in \( \mathcal{W}_d \). Therefore, the algorithm adds as many projectors as the number of detected compound dependencies. Note that by looping on \( \mathcal{P}(Q) \), we are actually implementing the strategy exposed in Section 3.1.3, i.e. adding both the dependence and all of its subsets. Following Section 3.1.3, we choose to parametrize \( \# \) as the unordered window operator in Indri (\( \#_{uwL} \)). Therefore, a given dependency \( \kappa \) will be detected if the component terms appear in any order in a fixed-window of length \( L = |\kappa| \). This kind of adaptive parametrization of the window length is state-of-the-art for dependence models such as MRF-FD [2, 19]. For all the dependence models, the coordinate ascent for \( l \) spans \{1, 2, 4, 8, 16, 32\}, which is a robust pool covering different window lengths, including the standard value \( (l = 4) \) for MRF-FD.

### 4.4 Results

The results discussed in this section are compactly reported in Table 2.

4.4.1 Language Modeling Baseline

From the comparisons with the LM baseline, one can see that QLM-UNIT outperforms LM significantly, with relative improvements in MAP going up to 12.1% in the case of WT10g collection and 19.2% for the CheWeb-B collection. This seems to be in line with the hypothesis formulated in [19], for which dependence models may yield larger improvements for large collections.

The weight-normalization problem seems to be addressed automatically: our model does not need for any combi-
<table>
<thead>
<tr>
<th></th>
<th>SJMN</th>
<th>TREC7-S</th>
<th>WT10g</th>
<th>ClueWeb-B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P@10</td>
<td>MAP</td>
<td>ERR@10</td>
<td>MAP</td>
</tr>
<tr>
<td>LM</td>
<td>.3064</td>
<td>.1995</td>
<td>.1068</td>
<td>.0718</td>
</tr>
<tr>
<td>MRF-FD-U</td>
<td>.3138</td>
<td>.2071</td>
<td>.1136</td>
<td>.0828</td>
</tr>
<tr>
<td>MRF-FD</td>
<td>.3074</td>
<td>.2061</td>
<td>.1147</td>
<td>.0881</td>
</tr>
<tr>
<td>QLM-UNI</td>
<td>.3181</td>
<td>.2077</td>
<td>.1162</td>
<td>.1015</td>
</tr>
<tr>
<td>QLM-IDF</td>
<td>.3170</td>
<td>.2093</td>
<td>.1176</td>
<td>.1196</td>
</tr>
<tr>
<td></td>
<td>(+1.4/+3.5)</td>
<td>(+3.0/+0.4)</td>
<td>(+2.2/+1.3)</td>
<td>(+22.6/+15.2)</td>
</tr>
<tr>
<td></td>
<td>(+0.3/+0.8)</td>
<td>(+0.5/-0.1)</td>
<td>(+5.6/+3.2)</td>
<td>(+8.4/+5.5)</td>
</tr>
</tbody>
</table>

Table 2: Evaluation of the performance for the five methods tested. Best results are highlighted in boldface. Numbers in parentheses indicate relative improvement (%) in MAP over MRF-FD-U/MRF-FD. All the results for dependence models are significant with respect to the baseline LM. The symbols “+” means statistical significance over MRF-FD-U, MRF-FD respectively.

As a second test, we report the results obtained for the MRF-FD and MRF-FD-U baselines. These have proved to be very robust non bag-of-words baselines [2, 19, 20]. Contrary to our model, MRF does not handle dependency information in the estimation phase. One has to specify the coefficients \( \lambda_T, \lambda_0, \lambda_U \) for the combination of dependence and independence scores. To limit per-fold overfitting, for the dependence models, we first train combination parameters \( \lambda_I \in \{0, 0.01, ..., 1\} \) then \( l \) for each fold. For MRF-FD-U, we set \( \lambda_U = 0 \).

Results show that for SJMN and TREC7-S, QLM-UNI, MRF-FD and MRF-FD-U are essentially equivalent. However, for the two Web collections, our model significantly outperforms both MRF variants. On ClueWeb-B, statistical significance is attained for the two reported measures. As conjectured in [19], noisy web collections could be a more discriminative testbed for dependence models. Optimal \( l \) values for MRF-FD were very small for SJMN \( (l \in \{1, 2\}) \) in contrast to the optimal setting for ClueWeb-B \( (l \in [16, 32]) \). In [19], the authors suggest that for homogenous newswire collections a small window is enough to capture useful dependencies, while for large, noisy web collections, a larger span must be set. However, the performances obtained by our model seem to suggest that it can greatly benefit from term dependencies, on a variety of collections, even when a small window size is used. This elucidates the fact that even short range information can be extremely useful if integrated in the estimation phase. In order to get a more comprehensive view on such issues, we trained on the entire set of ClueWeb-B topics three versions of MRF-FD-U, each obtained by clamp-}

- **4.4.3 Setting Superposition Weights**

Our last test aimed at verifying if a more reasonable setting of the superposition weights could further improve retrieval performance. For a dependency \( \{w_1, \ldots, w_K\} \), we set \( \sigma_i = \sqrt{idf_{w_i} / \sum \text{idf}_{w_k}} \). This has the effect of attributing a larger count to the more “important” term in the dependency. QLM-IDF generally increases MAP. However, this is not the case for ClueWeb-B. From a query-by-query analysis, we noticed that QLM-IDF increases the performance for noisy queries by promoting the most “important” terms in unnecessary subsets. For multiword expressions such as ClueWeb-B topics continental plates and rock art, weighting by \( idf \) may be misleading by assigning more weight to one of the terms. In this cases, a uniform parametrization is far more effective. This demonstrates that there is still room for improvement by a clever tuning of superposition parameters, for example by leveraging feature functions [2, 3].

- **4.5 Complexity Analysis**

Complexity issues can be tackled by noting that it is not necessary to manipulate \( n \times n \) matrices. We associate a dimension for each query term and an additional dimension for the “don’t care” term that will store the probability mass for the other terms in the vocabulary. Therefore, a multinomial over \( n \) points is reduced to a multinomial over \( |Q|+1 \) points, where \( |Q| \) is the number of unique terms in the query and the additional dimension is simply a relabeling of the other term events. In this way, the QLM to manipulate is \( k \times k \), where \( k = |Q| + 1 \). The eigendecomposition generally requires \( O(k^4) \). The iterative process requires at most \( |P| |Q| = 2^{|Q|} \) matrix multiplications for the expectation step, where \( 2^{|Q|} \) is the maximum number of unique projectors in \( P_k \) and 2 matrix multiplications for the maximization step. In the case the likelihood is decreased, \( |Q| \) more iterations are done giving a worst-case complexity of \( O(n_{it}|Q|2^k + k^3) \), i.e. if each iteration needs damping. We showed that \( 10 \leq n_{it} \leq 20 \) is enough; we use \( |Q| = 10 \) and \( k \) is very small for title queries, which make the process computationally tractable. In practice, we observed that the damping process is very effective and dramatically improves convergence speed. As an example, the mean number of iter-
ations for ClueWeb-B when $n_m = 15$ is 7.02 which is orders of magnitude less than $n_m(\Gamma) = 150$. Finally, we conjecture that such process could be executed at indexing time, thus eliminating any additional on-line costs.

5. CONCLUSION

In this paper, we presented a principled application of quantum probability for IR. We showed how the flexibility of vector spaces joined with the powerful tools of probabilistic calculus can be mixed together for a flexible, yet principled account of term dependencies for IR. In our model, dependencies are neither represented as additional dimensions, nor stochastically as joint probabilities. They assume a new status as superposition events. The relationship of such an event to the traditional term events are encoded by the off-diagonal values in the corresponding projection matrix. Both documents and queries are associated to density matrices estimated through the maximization of a product, which in the classical case reduces to a likelihood. As our model integrates the dependencies in the estimation phase, it has no need for combination parameters. Experiments showed that it performs equivalently to the existing dependence models on newswire test collections and outperforms the latter on web data.

To our knowledge, this work provides the first experimental result showing the usefulness of this kind of probabilistic calculus for IR. The marriage between vector spaces and probability can be endlessly improved in the future. One straightforward direction is to relax the assumption that single terms represent orthogonal projectors. This could lead to a new way of integrating latent directions as estimated by purely geometric methods such as Latent Semantic Indexing (LSI) [7] into a probabilistic model. In this work, we did not exploit the full machinery of complex vector spaces. We do not have a practical justification for the use of the complex field for IR tasks. However, we speculate that this could bring improved representational power and thus remains an interesting direction to explore. At last, we believe that our model could be potentially applied to other fields of natural language processing only by means of a principled Bayesian calculus capable of manipulating density matrices. We hope that this work will foster future research in this direction.
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